Summary
The article analyses an area that has not yet received sufficient scientific attention: the use of artificial intelligence in the investigation of criminal offences. Artificial Intelligence (AI) is a widely discussed topic with rapidly developing technologies that will undoubtedly occupy an important place in criminal investigation and law enforcement activities. Artificial Intelligence (AI) is a rapidly evolving group of technologies. These technologies can provide economic and social benefits in a wide variety of industries and social activities. AI systems are widely used in the interactive world, search engines, digital assistants, computer game development, and security systems, as well as by law enforcement authorities and their techniques. In law enforcement authorities, AI systems are applied in process automation (document analysis, automatically generated messages, etc.), vehicles (automatic license plate scanning, recording of violations), facial recognition systems (in airports, when crossing the state border), robots (automatic demining robots) and internet technologies. Currently, significant investments and resources are being allocated in Lithuania and worldwide in order to improve AI algorithms and usage possibilities in both law enforcement authorities and ordinary people’s lives. 
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Introduction

Digital technologies in general and the proliferation of data processing and analytics enabled by artificial intelligence (AI) in particular, bring with them extraordinary promises and risks since AI development has made a big leap forward in recent years, making it one of the strategic technologies of the 21st century, with the potential to generate substantial benefits in efficiency, accuracy, and convenience, and thus bringing positive change to the European economy and society, but also great risks for fundamental rights and democracies based on the rule of law, therefore, AI should not be seen as an end in itself, but as a tool for serving people, with the ultimate aim of increasing human well-being, human capabilities and safety; Many of the Law Enforcing Agencies across the world are using the most up-to-date solutions to prevent crime. One such solution is the ‘facial recognition’ which is being widely implemented in various sectors other than the law to maintain security. Artificial intelligence in policing is a framework which is evaluated with the help of computers.

The aim of this article is to disclose the challenges of using artificial intelligence in law enforcement authorities. The search for articles was carried out in the scientific database. Due to the rapid development of artificial intelligence technologies, the overview includes the works published in English no later than 5 years ago. The articles selected for analysis have the title and contain the keywords that match the objective of the scientific literature review. Publications selected for the present analysis contained the analysis of the latest AI systems, the amount of data collected and their possible errors; analysis of scientific sources and documents, comparative method, generalisation method.

Artificial Intellect

AI is not a designed replacement for human intellect. It is human-made software. It performs certain functions. The endless potential of AI and the accompanying new solutions should be analysed very carefully, delving into each specific method applied by AI systems. AI can be improved in individual segments rather than as a single system. For a long time, scientists have been looking for ways to make machines as intelligent as possible. At different times, people kept coming up with new ideas. However, these split into separate branches because someone copied other people’s
ideas. Each of the directions of AI development is important in its own way and is applied in various areas of human activity. With the help of the necessary methods, it is possible to prevent future crimes of various types and to facilitate the investigation of existing crimes.

Currently, there is no single universally accepted concept of artificial intelligence, but it can be defined as a branch of computer science that specializes in decision-making or classification. Machine learning, as a branch of artificial intelligence, is often used for image recognition, when algorithm initially learns from a large database. After the learning process, the algorithm can be applied to analyse the newly uploaded data, e.g., search for victims of crime, including missing children, certain threats to the life or physical safety of natural persons or of a terrorist attack, and the detection, localisation, identification or prosecution of perpetrators or suspects of the criminal offences referred to in Council Framework Decision 2002/584/JHA if those criminal offences are punishable in the Member State concerned by a custodial sentence or a detention order for a maximum period of at least three years and as they are defined in the law of that Member State.

Artificial intelligence and various intelligent systems, after examining their development, diffusion trends, advantages, are still an incompletely understood phenomenon that raises more questions than provides answers. The word “intelligence” refers to the ability to think, learn and make independent decisions, as this is done by a human being, so it is difficult to understand it as an artificial phenomenon that can perform actions and even make decisions. The extent of the debate is also confirmed by the creation of general artificial intelligence movements, which have even begun to be classified into digital, utopian, technosceptic, and useful artificial intelligence.
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Artificial Intelligence in criminal law and its use by the police and judicial authorities in criminal matters

It is necessary to note that “the design, development, deployment and use of AI must fully respect fundamental rights and existing legal rules.12 The same degree of protection in the use of AI should be applied in the digital and in the physical world. Under Article 52(1) of the Charter of Fundamental Rights of the European Union, any limitation on the exercise of the rights and freedoms laid down by the Charter may only be made if it is necessary and genuinely satisfies an objective of general interest recognised by the EU or the need to protect the rights and freedoms of others, subject to the principle of proportionality, and must be provided for by law and respect the essence of the fundamental rights and freedoms.13

These possibilities have led to a large movement aimed at embedding human intelligence into the field of AI. AI demonstrates the great utility of human rights and law in assessing and addressing complex impacts on society.14 It also needs to be noted that digital technologies, including AI, can enhance the protection and promotion of fundamental rights and democracy. Digital technologies provide a wider range of public services, by making public services more accessible, more economical, DI can facilitate the documentation of protection violations of fundamental rights, or AI can be used for detecting and countering hybrid threats. Scientists note that the use of AI could facilitate more effective results of the work of law enforcement authorities.15

More and more financial, human and intellectual resources are being invested in the development of AI, facilitating the tasks performed by law enforcement authorities, which would help ensure public safety at the national and EU levels. It should be noted that the main areas that are of particular interest in terms of the use of AI systems in law enforcement are data analysis systems, as well as the interpretation of new, previously unknown, models and their interfaces.16 By increasingly enabling AI-based systems in the activities of law enforcement authorities, the data protection rules and the protection of other legal and ethical norms must be ensured and appropriate safeguards must be established. Both private companies and public sector
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organizations are increasingly using personal data in order to try to understand and predict the behaviour of different groups of people, and to take targeted measures to prevent the activities of certain individuals.

Europol’s Organised Crime Threat Assessment and the Annual Threat Landscape Report of the European Union Agency for Cybersecurity (ENISA)\(^{17}\) note that the scale, frequency and sophistication of cybercrime and attacks are increasing. In 2021 alone, the governments of European countries experienced 198 cyber security incidents, the most important target of which was the public administration sector. Highly skilled and resourceful malicious actors not only from the EU but also from third countries take advantage of the fact that the global open internet has no borders and that the current systems of entities with different jurisdictions are uneven and apply differently. As evidenced by the numerous incidents where criminals targeted vulnerable areas in order to extort money, cyberattacks and cybercrime are often interconnected and pose a constant threat that is constantly changing. Cybercriminals may be motivated simply by increasing opportunities to profit from their activities, while the malicious behaviour of other state and non-state entities is motivated not only by financial gain, but also by more complex geopolitical and ideological ambitions. Data collected by ENISA shows that state-backed hackers targeting public and private supply chains have also reached a “new level of complexity and impact”\(^{18}\).

The Justice and Home Affairs and Telecommunications Councils held discussions on the Commission’s proposed Artificial Intelligence Act. In order to clarify the most difficult issues, the Joint Opinion on the Commission proposal published in June 2021 by the European Data Protection Board and the European Data Protection Supervisor\(^{19}\) calls for a general ban on the use of AI-based remote biometric identification systems in public spaces. European Parliament resolution of 6 October 2021\(^{20}\) highlights the risk of bias arising from the use of artificial intelligence applications and algorithms in real-time remote biometric identification systems, and stresses the need for strict, man-made, supervisory and strong legal powers, particularly in law enforcement or in cross-border contexts.

AI is rapidly being integrated into law enforcement authorities in the performance of their functions. However, it should be kept in mind that AI can also have negative effects. For example, improper data collection by AI systems may harm human rights as a result of large amounts of data being collected and possible errors in analysis. Proper data analysis could in many cases save the existing data from bias and discrimination patterns. It should be noted that the creation and development as well as the deployment and use of AI must be in full compliance with fundamental

\(^{17}\) ENISA – European Union Agency for Cybersecurity.

\(^{18}\) ENISA Annual Threat Landscape Report, 27 October 2021.


\(^{20}\) European Parliament resolution of 6 October 2021 on artificial intelligence in criminal law and its use by the police and judicial authorities in criminal matters, op. cit.
rights and existing legal rules\textsuperscript{21}. Both the digital and physical worlds should provide the same level of protection for the use of AI.

AI applications may offer great opportunities in the field of law enforcement, in particular in improving the working methods of law enforcement agencies and judicial authorities, and combating certain types of crime more efficiently, in particular financial crime, money laundering and terrorist financing, online sexual abuse and exploitation of children as well as certain types of cybercrime, thereby contributing to the safety and security of EU citizens, while at the same time they may entail significant risks for the fundamental rights of people; whereas any blanket application of AI for the purpose of mass surveillance would be disproportionate\textsuperscript{22}.

It should be noted that the key areas that are of particular interest in terms of the use of AI systems in law enforcement are data analysis systems, as well as the interpretation of new, previously unknown, models and their interfaces\textsuperscript{23}. From the information provided, it can be concluded that AI must be protected from possible external influences, and when applying AI it is necessary to ensure personal rights and freedoms. Based on the economic and regulatory power of the EU, joint actions in the development of AI-based systems, coordination activities and joint investments can have a huge potential for European industry, competitive advantage, strengthening the internal market and ensuring security. In addition, the EU standards on AI reliability can be applied worldwide as good practices, in which case AI systems would be developed, adopted and made available to the market, including law enforcement authorities, taking into account the values, principles and legal regulation protected by the EU.

It is necessary to combat inappropriate content online, including hate crimes, while protecting the right to freedom of expression and the right to information. It should be emphasized that it is very important in what circumstances and to what extent the results obtained using the AI system are intended to influence the specific content. In this case, AI systems work only with targeted human intervention.

The activities of law enforcement authorities must first be assessed in accordance with the principle of division. Assessment should not be addressed towards the law enforcement authorities themselves, but towards the functions performed by them in order to implement the tasks set for these authorities.\textsuperscript{24} Authors examining the issue of law enforcement functions recognize that the issues of the functions and mutual interaction of law enforcement authorities are among the most important in ensuring the


\textsuperscript{22} European Parliament resolution of 6 October 2021 on artificial intelligence in criminal law and its use by the police and judicial authorities in criminal matters, op. cit.

\textsuperscript{23} D. Murauskas, op. cit.

effectiveness of law enforcement activities.\textsuperscript{25} All law enforcement authorities, taking into account the goals and tasks set for them, carry out law enforcement activities, which are revealed through the functions performed.\textsuperscript{26} In Lithuania, law enforcement authorities are authorized to implement the law, and it is also stipulated that they must carry out specific activities that are characteristic of each of them and are regulated in the relevant normative acts.\textsuperscript{27} Therefore, law enforcement functions should be referred to as the activities involving enforcement of legal norms, defence and protection of human rights and administration of justice, consultation, representation and, where necessary, defence functions.\textsuperscript{28}

The said functions indicate that law enforcement authorities are forced to keep up with modern trends and make every effort to ensure that functions are implemented and tasks are carried out in the shortest possible time and as efficiently as possible. To improve the quality of the functions performed, AI applications developed for law enforcement authorities are adapted to increase the effectiveness of activities carried out by law enforcement authorities.

Law enforcement authorities should be able to act in a rapidly changing criminal environment in order to strengthen the protection and security of all individuals.\textsuperscript{29} AI-based applications can provide cybersecurity by helping to gather intelligence on potential threats, analysing past experiences, and identifying certain trends in potential risks and threats. AI systems also offer the possibility of reducing the response time to calls, and can facilitate the handling of various calls in accordance with best security practices.

The activities carried out by the police or other law-enforcement authorities are focused mainly on the prevention, investigation, detection or prosecution of criminal offences, including police activities without prior knowledge if an incident is a criminal offence or not. Such activities can also include the exercise of authority by taking coercive measures such as police activities at demonstrations, major sporting events and riots. They also include maintaining law and order as a task conferred on the police or other law-enforcement authorities where necessary to safeguard against and

\textsuperscript{25} P. Kuconis, V. Nekrošius, \textit{Teisėsaugos institucijos (Law Enforcement Authorities)}, Justitia, Vilnius 2001.
\textsuperscript{26} M. Davies, H. Croall, J. Tyrer, \textit{An Introduction to the Criminal Justice System in England and Wales}, Addison-Wesley Ltd, Boston 2005.
\textsuperscript{27} Ibid.
\textsuperscript{28} G. Danišauskas, \textit{Teisėsaugos funkcijų vykdančių institucijų rūšys bei teismo vieta šių institucijų sistemoje (Types of authorities carrying out law enforcement functions and the place of the court in the system of these authorities)}, „Socialinių Mokslų Studijos”/„Social Science Studies” 2009, No. 3(3), p. 2–14, https://ojs.mruni.eu/ojs/societal-studies/article/download/1415/1356 (accessed 1.03.2022).
prevent threats to public security and to fundamental interests of the society protected by law which may lead to a criminal offence. Member States may entrust competent authorities with other tasks which are not necessarily carried out for the purposes of the prevention, investigation, detection or prosecution of criminal offences, including the safeguarding against and the prevention of threats to public security, so that the processing of personal data for those other purposes, in so far as it is within the scope of Union law, falls within the scope of Regulation (EU) 2016/679\textsuperscript{30}\textsuperscript{31}.

All member states are members of the International Criminal Police Organization (Interpol). To fulfil its mission, Interpol receives, stores and circulates personal data to assist competent authorities in preventing and combating international crime. It is therefore appropriate to strengthen cooperation between the Union and Interpol by promoting an efficient exchange of personal data whilst ensuring respect for fundamental rights and freedoms regarding the automatic processing of personal data. Where personal data are transferred from the Union to Interpol, and to countries which have delegated members to Interpol, this Directive, in particular the provisions on international transfers, should apply. This Directive should be without prejudice to the specific rules laid down in Council Common Position 2005/69/JHA\textsuperscript{32} and Council Decision 2007/533/JHA\textsuperscript{33}.

The implementation of artificial intelligence in the field of law enforcement and for the needs of judicial institutions should not be considered a purely technically feasible option, but as a political decision on the structure and objectives of law enforcement and criminal justice systems; whereas modern criminal law is based on the idea that authorities only respond to an offence only after it has already been committed, without assuming that all people are dangerous and need constant surveillance to prevent possible offending; whereas AI-based surveillance methods pose a significant threat to this approach, and as such it is imperative that legislators around the world carefully consider the implications of allowing technologies that reduce the human role in law enforcement and judicial decision-making processes.


The European Parliament resolution underlines the fact that many current algorithmically driven identification technologies currently in use disproportionately misidentify and misclassify and therefore cause harm to racialised people, individuals belonging to certain ethnic communities, LGBTI people, children and the elderly, as well as women; recalls that individuals not only have the right to be correctly identified, but they also have the right not to be identified at all, unless it is required by law for compelling and legitimate public interests; stresses that AI predictions based on characteristics of a specific group of persons end up amplifying and reproducing existing forms of discrimination; considers that strong efforts should be made to avoid automated discrimination and bias; calls for robust additional safeguards where AI systems in law enforcement or the judiciary are used on or in relation to minors.34

The European Parliament resolution highlights the power asymmetry between those who employ AI technologies and those who are subject to them; stresses that it is imperative that use of AI tools by law enforcement and judicial authorities does not become a factor of inequality, social fracture or exclusion; underlines the impact of the use of AI tools on the defence rights of suspects, the difficulty in obtaining meaningful information on their functioning and the consequent difficulty in challenging their results in court, in particular by individuals under investigation.

AI-based systems and applications are a relatively new area of law enforcement activity. In Lithuania, many law enforcement authorities are already actively investigating the application of AI and the possibility of involving robots in performing certain functions in order to strengthen crime prevention and control. A wide range of AI applications are being developed in line with national crime prevention priorities. The relationship between law enforcement authorities and AI is not unambiguous. Some countries are more advanced than others in terms of the use of these AI technologies.35

Applications and algorithms created by the AI model are used in the implementation of the competences of these law enforcement authorities.36 Law enforcement authorities have different types of systems, one of the components of which are AI algorithms.37

It is necessary to pay attention to the risks associated with data leaks, data security breaches and unauthorized access to personal data or other information, such as those related to criminal investigations or court cases, that are processed using

---

34 European Parliament resolution of 6 October 2021 on artificial intelligence in criminal law and its use by the police and judicial authorities in criminal matters, op. cit.
37 Ibid.
artificial intelligence systems. The safety and security aspects of AI systems used by law enforcement or judicial authorities must be carefully considered and sufficiently robust and resilient to prevent the potentially catastrophic consequences of malicious attacks against AI systems. The importance of security by design, as well as specific human oversight before operating certain critical applications and therefore calls for law enforcement and judicial authorities only to use AI applications that adhere to the privacy and data protection by design principle in order to avoid function creep\(^{38}\), to establish the correct location of legal responsibility and liability for potential harm, given the complexity of development and operation of AI systems. It is necessary to create a clear and fair regime for assigning legal responsibility and liability for the potential adverse consequences produced by these advanced digital technologies; that the aim must, first and foremost, be to prevent any such consequences materialising to begin with; It is necessary to apply the precautionary principle in all applications of AI in the context of law enforcement, and that legal responsibility and liability must always rest with a natural or legal person, who must always be identified for decisions taken with the support of AI; therefore, there is a need to ensure the transparency of the corporate structures that produce and manage AI systems.

It is essential, both for the effectiveness of the exercise of defence rights and for the transparency of national criminal justice systems, that a specific, clear and precise legal framework regulates the conditions, modalities and consequences of the use of AI tools in the field of law enforcement and the judiciary, as well as the rights of targeted persons, and effective and easily available complaint and redress procedures, including judicial redress. It is necessary to assess the right of the parties to a criminal proceeding to have access to the data collection process and the related assessments made by or obtained through the use of AI applications, it is necessary for executing authorities involved in judicial cooperation, when deciding on a request for extradition (or surrender) to another Member State or non-EU country, to assess whether the use of AI tools in the requesting country might manifestly compromise the fundamental right to a fair trial. The Commission is called to issue guidelines on how to conduct such an assessment in the context of judicial cooperation in criminal matters; and insists that Member States, in accordance with applicable laws, should ensure that individuals are informed when they are subject to the use of AI applications by law enforcement authorities or the judiciary;

If humans only rely on the data, profiles and recommendations generated by machines, they will not be able to conduct an independent assessment. There exist potentially grave adverse consequences, specifically in the area of law enforcement and justice, when individuals overly trust in the seemingly objective and scientific nature of AI tools and fail to consider the possibility of their results being incorrect, incomplete, irrelevant or discriminatory. It is emphasised that over-reliance on the results provided by AI systems should be avoided, and that the authorities should build confidence and knowledge to question or override an algorithmic recommendation,

\(^{38}\) European Parliament resolution of 6 October 2021 on artificial intelligence in criminal law and its use by the police and judicial authorities in criminal matters, op. cit.
and it is important to have realistic expectations on such technological solutions and not to promise perfect law enforcement solutions and detection of all offences committed.

The datasets and algorithmic systems used when making classifications, assessments and predictions at the different stages of data processing in the development of AI and related technologies may also result in differential treatment and both direct and indirect discrimination of groups of people, especially as data used to train predictive policing algorithms reflects ongoing surveillance priorities and consequently may end up reproducing and amplifying current biases. AI technologies, especially when deployed for the use of law enforcement and the judiciary, require inter-disciplinary research and input, including from the fields of science and technology studies, critical race studies, disability studies, and other disciplines attuned to social context, including how difference is constructed, the work of classification, and its consequences; therefore, it is necessary to systematically invest in integrating these disciplines into AI study and research at all levels; stresses also the importance for the teams that design, develop, test, maintain, deploy and procure these AI systems for law enforcement and judiciary of reflecting, where possible, the diversity of society in general as a non-technical means to reduce the risks of discrimination.39

Predictive policing is among the AI applications used in the area of law enforcement and helps them to ensure more effective and active work, but warns that while predictive policing can analyse the given data sets for the identification of patterns and correlations, it cannot answer the question of causality and cannot make reliable predictions on individual behaviour, and therefore cannot constitute the sole basis for an intervention. Several cities in the United States have ended their use of predictive policing systems after audits. During the Civil Liberties, Justice and Home Affairs Committee’s mission to the United States in February 2020, Members were informed by the police departments of New York City and Cambridge, Massachusetts, that they had phased out their predictive policing programmes due to a lack of effectiveness, discriminatory impact and practical failure, and had turned instead to community policing. This led to a decline in crime rates; although opposes the use of AI by law enforcement authorities to make behavioural predictions on individuals or groups on the basis of historical data and past behaviour, group membership, location, or any other such characteristics, thereby attempting to identify people likely to commit a crime.

AI has great potential in the application of recognition functions.40 The use of these tools in law enforcement shortens investigation time, and also eliminates human error and the element of human fatigue.41 The use of these tools reduces the need

39 Ibid.
for human resources of the institutions and is economical, as there is no need for a physical officer to perform such functions. AI is based on algorithms, and as the use of these systems expands, a larger database of information about certain crimes is created.\textsuperscript{42} The most promising application of AI to law enforcement is the ability to identify and explain potentially dangerous acts, thus creating an opportunity to better predict and prevent crimes. This ability to predict criminal acts before they occur is known as predictive policing.\textsuperscript{43}

In predictive policing, AI algorithms are used to identify and sort large amounts of data about various activities, and AI algorithms can also be used to identify people who may pose a threat. Such processes are known as risk or potential threat assessment. It is important to note that the collected historical data used to develop the algorithms raises serious concerns about the authenticity of the data. In particular, the data provided may be inaccurate as law enforcement officials may enter it incorrectly into the algorithmic system, particularly as crime data is often fragmented and unusable.\textsuperscript{44}

The application of AI systems in the State Border Guard Service is not a novelty, these technologies are improved every year. The State Border Guard Service uses various types of technical applications that work with the help of algorithms developed by AI systems. In the literature, most of the information is provided about the technologies of identification of violations. These technologies are installed at state border checkpoints. The physical protection of the state border is usually ensured in various ways: boundary signs in the waters, control tracks, land posts in both forested areas and lawns, as well as by various types of barriers.\textsuperscript{45} The state constantly strengthens physical border control, but control methods and measures change very often both within the state and outside the designated territory.\textsuperscript{46} State border control is extended beyond the demarcated borders and is carried out using a wide range of


remotely controlled systems\textsuperscript{47} such as pre-departure registration, remote inspection and digital monitoring of incoming and outgoing objects. This monitoring can ensure order and prevent violation of the existing requirements. The border protection functions are also supported by the technologies used in the border service for the identification, profiling and risk analysis of biometric data. Remote identification of people posing any risk, from a historical perspective, has emerged quite recently with the introduction of various technologies in the State Birth Guard Service that operate on the basis of AI systems. This technology for monitoring the persons crossing the state border is designed to identify individuals. The primary need for modern state border protection is to identify the persons who enter the states.\textsuperscript{48} Such applications of technology are based on the fact that it becomes possible to control persons crossing the state border and identify their possible illegal goals, ensuring security against terrorism and other attacks.\textsuperscript{49} The problems of identification of persons have become especially relevant recently in the context of illegal migration, when persons began to cross national borders en masse using forged or invalid documents.\textsuperscript{50} Therefore, the state border protection system uses more and more new AI technologies, which is encouraged at the EU level, paying particular attention to ensuring the safe use of AI systems.\textsuperscript{51}

Conclusions

1. A frequent subject of discussions and research is AI technology and the systems underlying it, which receive varying degrees of appreciation from lawyers, researchers and practitioners. Some authors, when defining the concept of AI, emphasize the independence of information technology in making intelligent decisions, others emphasize the human influence on AI systems when they analyse and find the necessary information from the available data set when making the relevant decision. The concept of AI is not yet accurate. In order to properly define it, it is necessary to analyse the principles of its operation. At the moment, attempts are being made at the level of the European Union to assess the concept of AI and to define the principles of operation.

2. Law enforcement authorities often encounter AI systems, with their help they ensure public order and solve various crimes, analyse potential threats. When applying


AI-based systems in law enforcement authorities, problems may arise due to the application of these systems since human rights may be violated or restricted. All countries in the world face this problem, but some countries have established more specific legal norms that ensure the legality of AI technologies and their systems, while others do not have sufficient legal regulation. When applying the legislation governing AI activities, law enforcement authorities must take into account the correct and legal use of these systems. Each law enforcement authority, both foreign and Lithuanian, applies AI-based systems differently, using different legal instruments. Human rights violations are therefore possible in the application of these systems.

3. When examining the limits of law enforcement authorities with regard to protection of personal data when using AI, the paper mentions human rights and freedoms, which are provided for in the EU Charter of Fundamental Rights, and from which the common constitutional traditions and international obligations of the EU Member States to ensure the proper execution of rights arise. In this case, the development of AI systems and technologies must be carried out in such a way that human rights and freedoms are not violated. The protection of human rights, including the right to self-determination and autonomy, are among the most important rights that should be protected in the digital era. Therefore, when regulating the operation of AI systems, it is recommended to ensure the dignity of the person and the protection of his data.
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